








Table 8.1

Crop Dimension of plot Distance
Width Length between rows
(rows) (metres) (centimetres)

Barley and wheat 6 6 30

Cotton 4 9 102

Maize 4 9 102

Millet 6 6 30

Potatoes 4 9 91

Rice 10 6 20

Sugar cane 6 17 183
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Other information like missing data, other irregular damages, obvious
differences in plant growth etc., which cannot be coded and notified in a
recording sheet, should be recorded in separate file.

9.3 Data processing and reduction

Automatic data processing starts by definition with the simplest types of
record-keeping and handling of information. Basically, that means nothing
else than filing the information gained under a certain system according to
precise rules of procedure: Sorting, classifying, tabulating, calculating
and summarizing items of information is a convenience for all further
methods of analysis. The second step is generally termed data description
and reduction. In this step only basic statistical methods are involved, if
any at all.

Sorting and tabulating of data are closely connected processes. The
presentation of sorted data in tables makes them more concise and self-
explanatory; a first interpretation is possible, depending only on the
logical arrangements of items.In the process of analysis, data must be
classified into useful and logical categories. Generally there are four
important bases of classification of statistical data: qualitative,
quantitative, chronological and geographical. These classifications already
imply the subsequent methods of data analysis. The quantitative data are
put into classes and thus form frequency distributions. The chronological
arrangement of data, for example, may lead to the analysis of time series.
With geographical distributions, which are treated in most cases as a form
of distinct classification, populations of different localities are made
comparable.

A method equivalent to the presentation of reference tables is the graphic
presentation of original data (so-called scatter diagrams or scatter
plots), which is effective for a limited amount of information.

A summary table is invariably the result of comprising the information
contained in one or more reference tables. Here, one of the most frequently
used methods of data reduction is employed: One method of summarizing
statistical data consists in the formation of a frequency distribution and
the calculation of its parameters. In this device the various items of a
series of measurements are classified into groups and the number of items
falling into each group is stated. The computer printer can provide a
graphical output of the results in form of a histogram or a curve diagram
of frequencies.

With the kind of raw data that we normally obtain from field observations a
considerable amount of editing and screening of the basic information is
required before the more elaborate analysis can be carried out. Most of the
generally applicable, but more complicated statistical programmes, require
further prerequisites: Some programmes can only be applied on condition
that no observations are missing. This is rarely the case with biological
data. Various assumptions are made also about the data in the statistical
models associated with these analyses.

9.4 Use of historical data

Historical data are data in records or files often obtained for another
purpose. These records may come from either survey and surveillance
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(for instance, the objective can be crop loss assessment instead of
decision making; the target group may be the researchers instead of the
farmers) .

As we have seen, the development, adaptation and implementation of IPM
technology requires an interdisciplinary approach (this in difference to
simple chemical control). Furthermore, a close cooperation between research
scientists, farmers and extension workers is necessary for the development
and adaptation of IPM programmes to local or regional conditions. In
addition to matching farmers' requirements, IPM programmes will have to be
modified to meet local circumstances such as climate, marketing strategies
for the crop, grower organizations, social conditions, politics, etc.

Regarding the scope of IPM surveillance systems, much depends on the
national circumstances, e.g. geography, size of the country, etc. However,
as local factors determine to a high degree the pest/crop relation,
regional programmes or programmes covering a smaller geographic area will
be more effective. Decisions may be taken also in a national centre to
enhance internal coordination and technical planning, but always based on
data which are regionally collected and assessed. An internal coordination
should be maintained regarding:

- the various tools and methods in the decision making process,

- the scientific feedback and evaluation of these methods,

- specialized research,

- the technical and logistic support,

- budgeting the activities of extension services,

- the planning of long term goals and means.

10.2 Organization and implementation

As we know by now there is no world wide recognized blue print or recipe
for an IPM system; however, a number of guidelines may have applicability
for the organization and implementation of IPM systems on national and
regional level (Table 10.1).

10.2.1 Planning phase

As a first step we have to collect all information on the crop/pest system

for which we want to elaborate an IPM programme:

1. Analysis of the situation: fact finding in farmer's field; involved in
this activity: extensionists, researchers(?), plant protection service.

2. Additionally, we need to collect all existing information on:

- population density and the resulting damage (crop loss assessment,
economic thresholds),

- population dynamics and epidemiology: How much is known already about
the pest and its behaviour, which facts determine the multiplication,
dispersion and appearance of pests? How can we measure that?

- The geographic magnitude of the phytosanitary problem under
consideration: Is it local, regional, national?

3. Planning of monitoring activities:

a) what will be the objective of the monitoring or study:

- incidence of a pest,

- crop loss assessment (since forecasting and decision making in IPM
is not possible without economic injury levels or damage thresh-
olds, one also needs reliable data on thresholds. This in term
might involve proper pest assessment trials to determine the right
methodology of pest evaluation for crop loss appraisal),
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TABLE A 4
THE DISTRIBUTION OF ¢* (TWO-TAILED TESTS)

Degrees Probability of a Larger Value, Sign Ignored
of

Freedom 0.500 0.400 1 0.200 " 0.100 0.050 . 0.025 1 0.010 l 0.005 ‘ 0.001

1 1.000 1.376 :3.078 . 6.314 .12.706 | 25.452  63.657 .
2 0.816 1.061 ' 1.886 ' 2.920 | 4.303 {| 6.205 . 9.925 |, 14.089 | 31.598
3 765 0978 1.638 2.353 © 3,182 | 4176 + 5841 & 7.453 12.941
4 741 941 1.533 2,132, 2.776 3.495 4.604  35.598 . 8.610
5 727 920 :1.476 ‘ 2015 ; 257 3,163 4.032 : 4773 © 6.859
6 718 906 " 1.440 | 1.943 | 2447 2969 ' 3.707 4.317 ' 5.939
7 711 896 {1415 | 1895 | 2365 || 2.841 | 3499 4029 - 5.405
8 © 706 889 '1.397 : 1.860 ! 2.306 2.752 ° 3355 1 3.832 i 5.041
9 .703 883 11.383 © 1.833  2.262 2.685 3.250 3.690 - 4.781
10 .700 | 879 1.372 | 1.812 | 2.228 2.634 | 3.169 | 3.581 ‘ 4,587
Il 697 876 * 1.363 1.796 ' 2.201 2.393 3,106 = 3.497 4.437
12 695 . 873 11.336 , 1.782 . 2.179 2.560 3055 © 3.428 ¢ 4.318
13 694 . 870 1.350 ; 1.771 | 2.160 2.333 3.012 . 3.372 ¢ 4.221
14 692 868 ' 1.345 : 1.761 l 2.145 2.510 2977 ' 3.326 4140
15 691 866 . 1.341 | 1.753 2131 2.490 2947 i 3.286 4.073
16 690 .865 1.337 | 1.746 2,120 | 2473 2921 3.252 4.015
17 .689 863 1.333 1 1.740 i 2.110 1 2.458 2.898  3.222 3.965
18 688 - 862 | 1.330 @ 1.734 i 2101 || 2.445 i 2.878 . 3.197 3.922
19 688 861 1328 ' 1.729  2.093 | 2.433 2.861 3.174 3.883
20 687 860 '1.325 1.725 | 2.086 | 2.423 . 2.845 3.153 3.850
21 686 859 1.323 | 1.721 | 2.080 ! 2.414 2.831 3.135 3.81¢9
22 .686 858 . 1.321 1.717 i 2.074 || 2.406 2.819 3.119 ~ 3.792
23 685 858 1.319 . 1.714 | 2.069 ‘ 2.398 2.807 3.104 3.767
24 685 857 1318 - 1.711 | 2.064 | 2.391 2.797 3.090 3.745
25 .684 856 [].316 . 1.708 ‘ 2.060 1 2.385 2.787 3.078 3.725

! . : i .

26 .684 856 ' 1.315 1.706 2.056 |, 2.379 2.779 3.067 3.707
27 .684 855 1 1.314 S 1703 2,052 | 2.373 2.771 © 3.056 @ 3.690
28 .683 855 ' 1.313 . 1.701 ' 2.048 || 2.368 ~ 2.763 & 3.047 = 3.674
29 683 854 " 1.311 ' 1.699 2.045 {1 2.364 2.756 - 3.038 3.659
10 683 854 1 1.310  1.697 2.042 |1 2.360 2.750 3.030 3.646
28 682 .852 - 1.306 1.690 2.030 2.342 - 2.724 2.996 3.591
20 681 851 1.303  1.684 . 2021 | 2.329 . 2,704 = 2971 3.551
N 680 .850  1.301 1.680 2.014 1. 2.319 2690 ¢+ 2952  3.520
- .680 849 - 1.299 1.676 2.008 2.310 2678 2.937 3.496
N 679 849 | 1.297 1.673 2.004 2.304 2.669 2.925 3.476
<0 679 848 1.296 1.671 2.000 1 2.299. 2660 . 2915 3.460
0 678 847 1294 1.667 1.994 | 2.290 2.648 2.899 3.435
KO 678 847 - 1.293- 1.665 1.989 | 2.284 2.638 2.887 3416
30 678 846 1.291 © 1.662 - 1986 | 2.279 2.631 2.878 3.402
10Q 677 846 1.290 1.661 1.982 ﬁ 2.276 2.625 ‘ 2.871 3.360

. | !
120 677 845 1.289 1.638 1.980 |I 2.270 2.617 2.860 3.373
x 6745  B416 1.2816. 1.6448 1.9600Q), 2.2414 25758 2.8070 3.2905

* Parts of this table are reprinted by permission from R. A. Fisher’s Statistical Methods
for Research Workers, published by Oliver and Boyd. Edinburgh (1925-1950) ; from Maxine
Mernington's “"Table of Percentage Points of the r-Distribution.” Biometrika, 32:300(1942);
and from Bernard Ostle’s Statistics in Research, lowa State University Press (1954).












